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Large Language Models(LLMs)
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power A] with Your Experti

A free, open-source, and powerful Al knowledge base platform, offers out-of-the-box data processing, model
cation, RAG retrieval, and visual Al workflows. Easily build complex LLM applications.

Pod

Domain-Specific Al Automated Data Workflow Orchestration Seamless API
Assistant Preprocessing Support Al Workflow orchestration, Integration

Design complex workflow using a visual
drag-and-drop interface, integrating tasks
like database queries and inventory

Seamlessly connect with existing GPT
applications and platforms like Discord,
Slack, and Telegram using OpenAl-
checks. aligned APIs.

Create Al-powered chatbots for specific Save time and improve efficiency with
domains by training models with imported automated text preprocessing,
documents or Q&A pairs. vectorization, and QA segmentation.




Common MaasS Platforms
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Hallucination

* LLMs may produce inaccurate
responses, fabricating their
own reality.

* All outputs generated by LLMs
require additional verification
and validation.

Cneng. (o, (Z0Z24)

Journal indexing and metrics
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ﬁ Restricted access ~ Researcharticle  First published online November 23, 2023

ChatGPT Hallucinates Non-existent Citations: Evidence from Economics

Ly e—

Joy Buchanan (I0] 4, Stephen Hill, and Olga Shapoval View all authors and affiliations
Volume 69, Issue 1 https://doi.org/10.1177/05694345231218454

-— Contents | 6 Get access Cite article o(g Share options @ Information, rights and permissions

Abstract

In this study, we generate prompts derived from every topic within the Journal of Economic Literature to
assess the abilities of both GPT-3.5 and GPT-4 versions of the ChatGPT large language model (LLM) to write
about economic concepts. ChatGPT demonstrates considerable competency in offering general summaries
but also cites non-existent references. More than 30% of the citations provided by the GPT-3.5 version do
not exist and this rate is only slightly reduced for the GPT-4 version. Additionally, our findings suggest that
the reliability of the model decreases as the prompts become more specific. We provide quantitative
evidence for errors in ChatGPT output to demonstrate the importance of LLM verification.
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https://www.lttc.eduhk.hk/for-students/guidelines-for-using-ai-tools-students/

6-P Pedagogy

Produce o ————© To critically assess the validity of
the outputs from generative Al

Preview

To produce the content after «
evaluating and revising the
outputs from generative Al

Prompt
To interact with generative Al

Peer Review
using appropriate prompts

To receive feedback from
student peers and from
generative Al

Plan

————————@
. . To plan the content and
Portfolio Tracking structure of the assessment

To reflect on the whole process
in the form of portfolios or
journals

O

Kong, S.-C., Lee, J. C.-K., & Tsang, O. (2024). A pedagogical design for self-regulated learning in academic writing using text-based generative artificial intelligence tools: 6-P pedagogy of
plan, prompt, preview, produce, peer-review, portfolio-tracking. Research and Practice in Technology Enhanced Learning, 19(030). https://doi.org/10.58459/rptel.2024.19030



https://doi.org/10.58459/rptel.2024.19030

General Guidelines of Using Al for Academic at
EdUHK

* Students can appropriately use Al tools to support their personal study and
research, but they should be mindful of the possible issues associated with
Al tools.

* Students should note the class policies provided by their course instructors

and discuss any concerns or guestions with them as necessary.
* Students should clearly declare the use of Al Tools in their assessments.

* There is no one-size-fit-all assessment strategy for all courses. It is suggested
that the Departmental Learning and Teaching Committee (DLTC) guides
course instructors in discussing and designing discipline-specific
assessments



https://www.lttc.eduhk.hk/for-students/guidelines-for-using-ai-tools-students/

Sample Declaration Content

* Al Tools: Specify which Al tools were used in the assessment.

* Purpose: Describe the intended used of these Al tools in the
assessment.

* Prompts Used: Detail the prompts entered into the Al tools.

* Integration of Outputs: Explain how the Al-generated outputs
were integrated into the submitted work

Example 1: Enhancing Academic Language with Al Example 2: Brainstorming Project Ideas with Al

I acknowledge using EQUHK's ChatGPT (https://chatgpt.eduhk.hk) to enhance the I acknowledge using Poe (https://poe.com/) to serve as a brainstorming aid for

academic language of mv own work. I submitted my entire report to the Al tool with generating initial project ideas. I sent the following prompt to the Al tool: ‘Generate 5
guag y ’ y P good project ideas on using technology to support SEN students’. The ideas generated

the following prompt: ‘Check the accuracy of language use in the report’. The output by the AI tool was then critically evaluated for their feasibility, potential for enhancing
generated by the Al tool was then utilized to correct my grammatical mistakes and learning outcomes, and alignment with the current educational needs of SEN
improve my style of writing in the report. students. The best idea, after refinement, was further developed into an actionable
project proposal.

CHENG, G. (2024). Guidelines for Using Al Tools. Retrieved from https://www.lttc.eduhk.hk/for-students/guidelines-for-using-ai-tools-students/



https://www.lttc.eduhk.hk/for-students/guidelines-for-using-ai-tools-students/

Find more information via LTTC website

https://www.lttc.eduhk.hk/for-students/guidelines-for-using-ai-tools-students/

-.- FWHITRE

- —_— LEARNING
- The Education University .l TEACHING ...
- of Hong Kong TECHNOLOGY
Home AboutUs v  Events ForStudents v  ForStaff v Initiatives v  Facilities Contact Us

Guidelines for Using Al Tools

ome > ForStudents > Guidelines for Using Al Tools

# The Overall Introduction of Al Implementation ~ Guidelines for Declaring Use of Al Tools
and the Definition of 6P Pedagogies



https://www.lttc.eduhk.hk/for-students/guidelines-for-using-ai-tools-students/

Way to interact with LLM - Prompt Engineering

Develop and optimise prompts to efficiently use LLMs.

Apply for a wide variety of applications and research topics.

Improve the capacity of LLMs on a wide range of common and complex
tasks(e.g., question answering and arithmetic reasoning).

Design robust and effective techniques that interface with LLMs and other

tools.

Generated Knowledge

Zero-Shot
Prompting
Chain-of-Thought
Meta Prompting
Few-Shot Prompting Graph prompting
Tree of Thoughts



https://arxiv.org/pdf/2109.01652
https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2311.11482
https://arxiv.org/abs/2311.11482
https://arxiv.org/abs/2305.10601
https://arxiv.org/abs/2210.03629
https://arxiv.org/abs/2302.08043

Prompting

= v

Step 1: Step 2: Double-check of Step 3: Optimise your prompt and ask
Prompt construction correctness/relevance/reliabili for more specificity and clarity several
ty of generated contents and Hmes
their sources




Step1: Construct TOSOR Structure

* Topics/contents * Output format/templates
e.g., subject or field e.g., directly provide a template/indicate
* Operations some common layouts, such as “a 200-
e.g., compose, rewrite, correct, polish, word paragraph in the introduction section
summarise of ajournal paper”/ indicate formats, such
* Sources as paragraphs, bullet points, and tables.”
e.g., directinput, uploaded image file, open * Requirement of the accuracy of
pdf file in the Edge browser, URL opened as information with sources provided
a tab in the Edge browser, asking for e.g., mustinclude sources from sources
searching on the Internet, or combined (webpage, pdf), “list all sources in the APA
information sources in-text citation format with hyperlink.”




Prompt Example of TOSOR

[Draft the abstract] (Operations) based on [the opened page/the
uploaded file] (Source) in [language assessment] (Contents/Topics). The
400-word abstract should include a brief background, research
questions, methodology, key results, limitations and conclusion. Do not
give me bullet points; instead, several structured paragraphs(Output
format/Template). [List all the referred contents of the article for
creating the abstract sentence by sentence] (Requirement of the
accuracy of information with sources provided).




r//// /4

Prompt formatting

# Topic: language assessment]

# Operations:

- Draft the abstract

- If any, find the opened page/uploaded file
# Output format

## 400-word abstract should include

- brief background,

- research questions,

- methodology,

- key results,

- limitations and conclusion.

## Do NOT give me bullet points;

## Instead, several structured paragraphs
# Requirement

- List all the referred contents of the article for creating the abstract sentence-by-sentence

Y/ // /4



Step2: Double-check and Review the output

Double-check of

e Correctness
e Relevance
* Reliability

of generated contents and
their sources (Important!)
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Step 3: Optimise the prompt

Review and optimise the input

oge o . th d to be foll dup?
 Specificity and Clarity . » "

Revise TOSOR, or other prompt
structure?

e Structured Inputs and Outputs ..

o Adopt Markdown,
* Delimiters for Enhanced Structure _ . JSON, or XML?

Y/ // /4



Advanced Prompting Strategies

Few-Shot Prompting: Providing the LLM with a few examples of desired input-output pairs
guides it towards generating higher-quality responses by demonstrating the expected pattern.

Chain-of-Thought: Encouraging the model to "think step-by-step" by explicitly prompting it to
break down complex tasks into intermediate reasoning steps enhances its ability to solve
problems that require logical deduction.

ReAct (Reason + Act): This method activates advanced reasoning, planning, and even tool use
from the LLM.
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Step 3: Optimise the input

Review and optimise the input

What areas are not covered and do
Specificity and Clarlty . they need to be followed up?

Revise TOSOR, or other prompt
structure?

Structured Inputs and Outputs ..

o Adopt Markdown,
Delimiters for Enhanced Structure _, JSON, or XML?

Use advanced
Task Decomposition for Complex Operations - - » SSgEElEES:

r///// 4




Way to Reduce Hallucinations - RAG

External Knowledge
Required

A

( Modular RAG )----y--_,\
: Organic combination of : \
High { tipne mmu'”\ 3 (Retriever Fine-tuning )
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), A T ‘( Collaborative Fine-tuning )

All of the above
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\
Advanced RAG \
Index/pre-retrieval/| Post—retﬂeval
optimizat

= €

\‘( Generator Fine-tuning )

Add relevant contextual
paragraphs

XoT Prompt
e.g. CoT, ToT
A
1

(Few-shot‘ Prompt) E
A 3

S - ( Standard Prompt )

Model Adaptation
* Required




Way to Reduce Hallucinations - RAG

* Provide more contextual and related information for generation
* Retrieval Augmented Generation (RAG)

Why RAG? Prompt _— Generator Fecoonse
No source P (Language Model) > p

Out of date

B

Document store Retrieved Documents




Knowledge Base for RAG

* Knowledge base is a centralized collection ~ AABBCCDD |  (1.22,2.33) |
of information that an Al system can access EEFFGGHM (3.1, 2.344)

to retrieve accurate and relevant data.
JKKLLMM (5.44,9.23)

RAG combines this knowledge base with TTCLTTC (6.66, 6.66)

generative Al models.

* When a user asks a question
Text data

(1) retrieves relevant information from the
knowledge base

(2) uses that information with LLM to generate
a more precise and contextually appropriate
response' Document store




Embedding

Word2Vec is a technique for converting
words into numeric vectors that capture the .

. . . F e &S B
semantic relationships between words. S&&EEE
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Limitations

1.Bias and Fairness: Al models can carry forward biases inherent in their training
data, leading to unequal outcomes and raising concerns about fairness and equity.

2.Complexity and Transparency: Many Al systems operate as 'black boxes', making
it challenging to understand how certain conclusions are derived.

3.Dependency: There is a risk of over-relying on Al solutions, which might
overshadow the human aspects of data analysis. Important qualitative factors may

be overlooked in favour of algorithmic outcomes.

4.Hallucination: Al models may produce inaccurate responses, fabricating their
reality. All outputs generated by Al require additional verification and validation.

5.Data Quality: Ensuring the quality of data used for Al is crucial. Poor data quality
can lead to inaccurate results.




How to resolve more specific tasks

* Autonomous intelligent systems to
perform many tasks

: _ Perceivi
* Generate diagrams and pictures erceiving

* Assessment with designated criteria

Interactive with real-time news and
social media

Provide guidance and instruction for
students using Al step-by-step.

Apply Al ethically and maintain integrity @

Planning Reasoning




Features of a
LTTC LLM Studio

Maas Platform a
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Maa$ Platform

Create your own smart
workflows on the Model-as-a-
Service (MaaS) platform by using
LLMs

Large Language Model
Studio KEFTREIL(EE

L ]
ol
Consultation

Find solutions and strategies to
optimise LLM applications for
specific needs

(W

Workshop

Equip practical skills for using
LLM-powered tools to meet
diverse educational needs




LTTC LLM Studio
Model-as-a-Service
(MaaS) Platform

LTTC LLM Studio MaaS
Platform

/

BY Microsoft Login

- FastGPT

Features: Open API to enable utilising LLM, workflow design, data
embedding and vectorisation

access via https://maas.eduhk.hk/

for non-code customising LLM-included workflows to establish web
services for learning, teaching and research purposes

Enable knowledge-based datasets and embedded URL access to
Internet resources

Directly Login via EAUHK T ——

staff/student accounts / 4



https://maas.eduhk.hk/

An Open-Source Platform
Develops as an open-source platform
with a large user community, complete
features and stable performance

/
/
/
!

Unique Design of
Q&A Hierarchy

Splits datasets to create a
knowledge base into a paired Q&A
format to increase RAG quality

Easy-to-Test

Contains multiple debugging methods
such as search testing, reference
modification, and full dialogue preview

LLM
LTTC LLM Studio
Maa$S Platform

Multiple LLMs Supported
Supports one-stop access to various LLMs,
including deployment and utilisation of
major, custom and localised LLMs

09 Llama2 3% TONGY! @ WENXIN

22 @ Azure openal f=} ollama

\

\
)

Multiple File Types Supported
Supports mainstream file formats such
as Word, Excel, PDF, and Markdown
and can quickly build a knowledge base
via vectorisation using existing files.

/
i

Visualised Workflow

Makes it easy to implement complex
workflows, making your own
comprehensive Al applications




LTTC LLM Studio
Solutions and ..o e ot oo
Consultations e -

How can | fulfill the graduate requirement
€ How to visit the LTT  07-25

@ Howcanlfulfillth 0627
@) P

© Couldyou tell me th 06-06 To fulfill the graduation requirements, you must:
All Loaded Achieve the minimum number of credit points required by your program.
Satisfy all other program-specific requirements such as Field Experience, language exit requirements,

‘ed Solutions Developed and Information Technology Competence test.
Uy LTTC LLM studio Obtain a Program GPA of 2.00 or above.

Complete at least half of the total required program credit points at the University and at least half of
the required credit points in your major(s) at the University.

(Login Required)

Complete the requirements of your first major for undergraduate degree programs.
d EJUHK Student GenAl Supported Data Analysis Complete the requirements as prescribed by your program.

e = v Sotution #1 T[ Ll-.u e Additionally, you should refer to your program handbook or make inguiries to the respective Faculty Office
Al-Empowered EQUHK Student Handbook GenAl Supported Data Analysis for specific requirements related to Immersion, Internship, Final Year Project, Honours Projects, Co-

rurricnlar and Sarvira | earminn Canrea (CS1Y Fnnlich | annnane Proficiency Accacemant (FIPAY and nan-

@ Enter a Question, Press [Enter] to Send / Press [Ctrl{Alt/Shift) + Enter] for New Line Q}

Al Academic Writing Tutor Al Decision-Making Assistant

Solution #3 Mo v Sotution &4
Al Decision-Making Assistant
/




LTTC LLM Studio MaaS Platform

- Private chatbots and Al assistant

- Seamless integration of External [ LTTCLLM Studio
Maas Platform
Knowledge

- Orchestration of tools and
workflow

|

https://maas.eduhk.hk Account: workshop Password: 123456




Basic Features of MaaS Platform

Categories of Apps Create new app

-~
~+ Create New

All  Simple App  Workflow  Plugin

Studio

Datasets

o
S

Account

B macopy

No Introduction Avatable

& LM Studio () Collaborators Only

Flux

aars Private AP!

© LM Studio [ Collaborators Only

5 Galaxy-Claude

No Introduction Avaiable

& LM Studio (B Collaboratars Only

5 LLM Studio

No Introduction Avatable

@ LM Studio (3 Collaborators Only

0 Galaxy's Tools

No Introduction Avatable

& LM studio T Collaborators Only

&5 Galaxy-GPT 40

No Introduction Avadable

& LM Studio () Collaboratars Only

© Plugin

®08i07

@ HITP Plugin

®@omo

B umstudio @ Simple App |

No Introduction Avallable

& L Studic () Callaboratars Only

E3 scopus EID Copy

No Introduction Avallable

& LM Studio [ Collaborators Only @08

w= FITE-05405

No Introduction Available

& LusStudio (1) Collabarators Only

W Tryout © HTTP Plugin

No Introduction Available

@ LM Studio @ Collaborators Only

W Tools  HTTP Plugin

No Introduction Available

& LM studio () Collabarators Only

“= LLM Studio - EUHK Student Handbook_cn
WARTAPEETF RREMNE

& LimStudie (B Collaborators Only ©one

8o

No Intraduction Avallable

€ LM Studio @) Collaborators Only

£ scopus EID

No Intraduction Avallable

& LU Studio [ Collaborators Only

£ xiez

No Introduction Available

LM Sudio () Coltaborators Only

BE

No Introduction Available

& LM Sudic (3] Collaborators Only

¥ Guizhou University - Course Evaluation

No Introduction Available

£ LM Studio ) Collaborators Only

‘S LAK 2020 Proceeding

No Intsaduction Availsble

& Lm Studio (B Collaborators Only

@ Simple App.

018

& Simple App.

@ HTTe Plugin

©os7

@ Simpls App.

oo

24 Workfiow

o7

£ textzimage(beta) @ Simale Aop.

USDS0.Yimage.

4 LM Sudio () Coltaborators Only ©omt

«~ Demo Solutions

No Introduction Avallable

@ LM Studio £ Team Read Access

MTH Course Plugin

No Intraduction Available

4 1M Stodio () Coltaborators Oty

= diy

No Intraduction Available

& LLM Studio (B Collaborators Only @os07

&5 LM References @ simele Aop

No Intraduction Available

& WM swdio @ Collaborators Only ®om

5 LLM Studio - Student Performance dataset

No Intreduction Available

48 LLu Studio () Collaborators Only

List of apps




Upload knowledge and data

-+ Create New

Simple App  Workflow  Plugin

B macopy B M studio 8o text2image(beta) @ Simple App

No Introduction Avaiiabie No introduction Available No Introduction Available USDS0.1fimage

& LM Studio @ Colaborators Only @ Lmsudo @ Collaborators Oty & LM Studio @ Colisborators Orly Ono & LM Studo @ Colaborators Only

“m Flux 3 scopus EID Copy 3 scopusein == Demo Solutions

Wil's Private A% No introduction Avallable Na Introduction Available No Introduction Avallable

& UM Studio @ Colaboratars Only & UMStugo (D Collaborators Only & UMstudio ) Caliborators Only £ UMSdo B Toam Read Access.

3 Galaxy-Claude = FITE-05405 0 xiez * MTH Course Plugin

No Introduction Avaiiabie No introduction Available No Introduction Available No Introduction Available

& umstudio [ Collaberators Only @3 & LMstudo (@ Cellaborators Ondy ©ogna & umstudio @ Coladoratars Only & UM swdo (@ Collaborators Only

Datasets W LLM Studio @ HTTP Plugn W Tyout [ 13 & HITPPlgn W dy

No Introduction Avaiable No lntroduction Available No Introduction Avaitable No Introduction Available

& LM Studio @ Colsborators Only & Wi studo @ Collaborators Oriy & LM Studio @ Collsborators Orly & LM Sudo @ Collaborators Ony ®ogior

0

oY W Galaxy's Tools W Toos & Guizhou University - Course Evaluation {5 LLM References

No Introduction Avafabie No introduction Available Na Introduction Avaitabie No Introduction Available

Account

& UMSwdo [ Collaborators Only Qo7

= File(1) Q search
{3 LLM Studio - Student Performance dataset

No Intraduction Availsble

TRAINING MODE TOTAL DATA CREATION/UPDATE TIME STATUS ENABLE

2024-11-2510:10 Qo W LMStudo @ Colaborators Only

[OCI0] InfoSec and Personal Data Protection - 20... Direct Segmentation 20241195 1010 ® Ready [ o]




Create a knowledge base for LLM

(% Select Source
Create/Import

® Local File
Upload files in PDF, TXT, DOCX, etc. formats
I Folder

I.] Manual Dataset » " Web Link
Read static web page content as a dataset

=| Text Dataset

{ Custom Text
Manually enter a piece of text as a dataset

Table Dataset

Confirm




Import the data in the spreadsheet format

2 Data Processing 3 Upload Data

Click or Drag Files Here to Upload
Supports .txt, .docx, .csv, .xlsx, .pdf, .md, .html, .pptx file types
Supports up to 15 filesMaximum file size is 500 MB

#3Data Processing Parameters

[ (® Direct Segmentation (® J

Training Mode

Enhanced Processing (Experimental) (? ] QA Split @

- Import files from the computer

Processing
Method ® Automatic
Automatically set segmentation and preprocessing rules

- Adopt default setting Y T—

Customize segmentation and preprocessing rules

Next Step




Distribute customised Al to anyone

Login-Free Window API Request
Share the link with other users, they can use it directly @ ’ Integrate into existing systems through API, or WeChat Work,
without logging in Feishu, etc.

N Feishu Bot s WecChat Official Account Integration

Connect to Feishu Bot directly via API Connect to WeChat Official Account directly via API

Login-Free Window @ Create New Link

NAME EXPIRATION TIME POINTS CONSUMPTION RATE LIMIT (PEOPLE/MINUTE) IDENTITY VERIFICATION LAST USE TIME

Class A 0/ Unlimited Unused Start Using

v % Select Usage Method

Show Chat History D

C h at h iSto ry t Frac ka b le Copy the link below to open in the browser

https://maas.eduhk.hk/chat/share?shareld=3mpg55whzvsun4tcviOp0Opsq




Simple application

-+ Create New

Create your app
with name

Simple App
Create a simple Al app by filling out a
form, suitable for beginners.

Workflow

Build complex multi-turn dialogue Al
applications through low-code
methods, recommended for advanced
users.

Plugin

Customizable input and output
workflows, usually used to
encapsulate reusable workflows.

HTTP Plugin

Batch create plugins through OpenAPI
Schema, compatible with GPTs
format.

Template Market

Explore more features in the template
market, with configuration tutorials
and usage guides to help you
understand and get started with
various applications.

B Create Simple App

Enter a Name

+

Create Default App




LLM Configuration

Temperature: In short, the lower the temperature,
the more deterministic the results in the sense
that the highest probable next token is always
picked.

Max context: Maximum text to be contained in
the LLM (including input and output)

Response limit: Specifying a max length helps
you prevent long or irrelevant responses and
control costs.

é Al Settings Read Introduction

Al Model [

Al Points @ gpt-4o-mini
Consumption

Max Context @ ol-preview (2024-09-12)

Function Call ® @ o1-mini (2024-09-12)

(4 Gemini-pro-1.5

Temperature
P Deten

4 Gemini Flash-1.5
Response Limit 10

A claude-3-opus
Number of Chat

Histories

i yi-34b(F—E1)

£ QWEN(EZETM)




Config LLM by system prompt

Select LLM

) Al Settings Read Introduction

@ Al Configuration Al Model

Al Model @ gpt-3.5-turbo Al Points @ gpt-4o-mini
Consumption

Prompt (2 @ Enter "/" to select a variable 1-preview (2024-09-12
Max Context @ AN (PR
Fixed guide words for the model. By adjusting this content, you can guide the model's chat direction. This content will be fixed at th

e beginning of the context. You can use [ to insert variables.
If a Dataset is associated, you can also guide the model when to call the Dataset search by appropriate description. For example:

You are an assistant for the movie 'Interstellar’. When users ask about content related to 'Interstellar’, please search the Dataset an
d answer based on the search results. (
Temperature

Function Call 3 @ o1-mini (2024-09-12)

4 Gemini-pro-1.5
Detert

4 Gemini Flash-1.5
Response Limit

|
1C

A\ claude-3-opus
Number of Chat
Histories

System prompt for guiding the LLM Y yi-34b(@—)

7 QWENGES M)




Workflow

-+ Create New

Create your app
with name

Simple App
Create a simple Al app by filling out a
form, suitable for beginners.

Workflow

Build complex multi-turn dialogue Al
applications through low-code
methods, recommended for advanced
users.

Plugin

Customizable input and output
workflows, usually used to
encapsulate reusable workflows.

HTTP Plugin

Batch create plugins through OpenAPI
Schema, compatible with GPTs
format.

Template Market

Explore more features in the template
market, with configuration tutorials
and usage guides to help you
understand and get started with
various applications.

Create Workflow

Enter a Name

&

+

Create Default App




Workflow configuration

e
~ [[J system configuration g - Process starts @

C O nfigu rat i o n Can configure application system parameters

. > Debug ‘

| Output

° Conversation Opening @ UserQuestion B

Before each conversation starts, send an initial content.
Supports standard Markdown syntax. Additional tags that can
be used:

[Quick Key]: Users can directly send the question by clicking | Global Variable

*
UserID  string

{x} Global Variable ® | App ID  String

Current Chat ID  String
B File Upload ® Close
Al Response ID  string

()} Voice Playback & Browser Built-in (Free) “History Records  History

. *Current Time  string
& Voice Input Close | i

‘@ Guess What You Want to Ask ®
Scheduled Execution & Not Open
& p

S8 |nput Guide ® Close




Configuration

v Process starts

| Output

User Question  String

| Global Variable

*

User ID  String

.

App ID  string
Current Chat ID  String
Al Response ID  String
‘History Records History

* "
Current Time  String

S
v [ Alchatz
Al Large Madel Chat

| Input

Al Model @ Manual Select ©

@ gpt-3.5-turbo

Prompt ® Manual Input & © Enter "/" to select a variable

Enter a prompt here

"Chat History & [ Manual Input ¢

Dataset Quote Dataset Quote &3

Select Reference Variable

Files Array<string>  {x} Variable Reference

Select Reference Variable

*User Question String  {x} Variable Reference

Process starts > User Question

| Output
“New Context ® History

‘Al Response Content &  string

> Debuy
@ Copy

@ Delete




~ [ AlChat

: : : : : : Al Large Model Chat
S ' : : ' ' | Input

Configuration

Start

Prompting

GPT-40

~ (& Process starts

| Output

User Question  String

| Global Variable

.

User ID  String

N

App ID  String
Current Chat ID  String
Al Response ID  String
wH‘|smr),/ Records  History

* " Ny
Current Time  String

Al Model & Manual Select &

© opt-40

Prompt ® Manual Input

# Uperauons:

- Draft the abstract

- If any, find the opened page/uploaded file
# Output format

## 400-word abstract should include

- brief background,

- research questions,

- methodology,

- key results,

- limitations and conclusion.

## Do NOT give me bullet points;

## Instead, several structured paragraphs
# Requirement

@ Enter "/" to select a variable

- List all the referred contents of the article for creating the abstract sentence-

hv-sentence

*Chat History @ 8 Manual Input

Dataset Quote Dataset Quote @

Select Reference Variable

Files Array<string>  (x] Variable Reference ©

Select Reference Variable

“User Question String  {x} Variable Reference %

E Process starts > User Question

| Output
“New Context (3 History

“Al Response Content @ String




LLMs with RAG . =

| Input

AlModel & Manual Select *

v 9 Dataset Search @ gpt-a0

Use 'semantic search' and 'full-text search’ capabilities to find potentially relevant
reference content from the 'Dataset’. Prompt ® @ Manual Input &

# Topic: language assessment]

# Operations:

- Draft the abstract

- If any, find the opened page/uploaded file

. . .. 1
Configuration |
| ## 400-word abstract should include
- brief background,
Search Parameter Settings & - research questions,
- methodology,
- key results,
- limitations and conclusion.
# Semantic Search 1500 0.4 9i ## Do NOT give me bullet points;

)\M = ## Instead, several structured paragraphs
(o] (e] \—)0 # Requirement

'UserQuestinn String  (x} Variable Reference

| Input

"Select Dataset = Manual Select ¢

SEARCH MODE QUOTE LIMIT MINIMUM SIMILARITY

*Chat History ® @8 Manual Input &
g Process starts > User Question

Collection Metadata Filter @ Manual Input & @ Enter /" to select a variable

Dataset Quote Dataset Quote

Select Reference Variable

GPT-40 Knowledge

| Output Select Reference Variable

Dataset Quote () Dataset Quote . ) _
User Question String  {x} Variable Reference

Prompting+Retrieving S - i G
| Output

"New Context (® History

"Al Response Content @ string
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Hands-on Practices

Hands-on Practice 1 (20 mins)
Automated Assessment Generation: cloze tests

Hands-on Practice 2 (10 mins)
Build a knowledge base to enable RAG for your data analysis need




e > Debug
~ [ Tool callz
Automatically select one or more functional blocks for calling through the Al model, @ Copy
or call plugins.
@ Delete

| Input
Al Model @ Manual Select =

& opt-do-mini

Prompt @ @ Manual Input © @ Enter *j" to selact a variable
v [ Process starts o
Cloze test generator
| Output
# Skills
User Question  String i - . . Please make the decision for using Google searching

# Instructions
| Global Variable - Passage: Insert the text passage you want to convert into a cloze test.
- Blanks: Replace the words or phrases to be omitted with __(n) where n

“UserID  sting is the blank number.
- Answers: List the omitted words or phrases corresponding to each blank
“AppID  string O number.

- Options: Generate three similar words as the wrong options of the answers
Current ChatID  String for students.

Al Response D String
“Chat History ® @8 Manual input 2

.Hislory Records History /}

“Current Time  string
- 5 anEE
Files Aray<stiing= (] Variable Reference ©

| Tool Input
Select Reference Variable

FIELD NAME FIELD DESCRIPTION REQUIRED

" tion st Variable Refe 3
Usar Question) L) e userChatinp User input questions (questions
ut need to be improved)

v
Process starts > User Question

| Output _ | Input

Al Response Content (3  String B Forbid stream mode (3

& Select Tool .
Chat History @ @8 Manual Input =

6

| Output

“New Context @ History

Al Response Content (® String




System prompt

# Topic

Cloze test generator

# Skills

Please make the decision for using Google searching

# Instructions

- Passage: Insert the text passage you want to convert into a cloze test.

- Blanks: Replace the words or phrases to be omitted with ___(n)___, where nis the blank number.

- Answers: List the omitted words or phrases corresponding to each blank number.

- Options: Generate three similar words as the wrong options of the answers for students.

# Requirements for Creating Effective Cloze Tests

- Choose Key Vocabulary: Select words that are essential for understanding the passage.

- Maintain Context: Ensure that the remaining text still makes sense and provides enough context clues.

- Vary Difficulty: Adjust the complexity of the omitted words based on your target audience.

- Limit the Number of Blanks: Avoid overloading the test with too many blanks, which can be overwhelming.
- Provide multiple options for each answer and list all the answers, then, bold the right answer (3 wrong and 1 right)




Here are some of the news highlights from

User prompt

. Biden Pardons Hunter Biden - President Biden
pardoned his son, Hunter Biden, who faced
sentencing in two criminal cases. Read more.

Use Google search to search the news

. Marquette University Ranking - As of December

on December 2024 in US, and give me 2, 2024, Marquette University was ranked 86th

nationally in the latest U.S. News Best Colleges

a cloze test v e, et Fas

. Best Car Deals - Various car manufacturers are
offering deals for December 2024, including
purchase deals for brands like Acura, Audi, Ford,
and more. Read more.

. DUl Incident - A woman pleaded guilty in a DUI
crash that resulted in the death of a bride, marking
a tragic event covered in the news. Read more.

. Financial News - Various financial institutions are
promoting their best private student loans and
balance transfer credit cards for December 2024.
Read more about student loans and balance
transfer cards.

. Visa Bulletin - The Visa Bulletin for December
2024 has been released, providing updates for
U.S. permanent residents and immigrant visas.
Read more.

In December 2024, President (1) pardoned his son,
Hunter Biden, who was facing sentencing in two
criminal cases. Additionally, Marquette University
was ranked (2) nationally in the latest U.S. News
Best Colleges rankings. Many car manufacturers are
providing attractive (3) for purchase deals, with
brands like Acura and Audi featured prominently. A
tragic incident involving a DUI crash led to a woman
pleading guilty for the death of a (4). On a financial
note, institutions are promoting their best private (5)
options and balance transfer credit cards, while the
Visa Bulletin for December was also released,
updating regarding U.S. permanent residents and
immigrant (6).

Answers:

1. Biden

2. 86th

3. deals

4. bride

5. student loans
6. visas

Options for Each Blank:

1. A. Obama B. Biden C. Trump D. Clinton (Correct:
B)

2. A. 56th B. 76th C. 86th D. 96th (Correct: C)

3. A. sales B. promotions C. deals D. offers
(Correct: C)

4. A. child B. bride C. friend D. stranger (Correct:
B)

5. A. loans B. grants C. student loans D.
scholarships (Correct: C)

6. A. travel B. tickets C. visas D. permits (Correct:
C)




Hands-on Practices

Hands-on Practice 1 (20 mins)
Automated Assessment Generation: cloze tests

Hands-on Practice 2 (20 mins)
Handwriting Recognition and Evaluation




Workflow on Recognition and Evaluation

~ [[J Recognition
Al Large Model Chat
. ~ B rac
BE WA EXRREXREED, WHRE PERARSANEXNeEAE
AlModel @ Manual Select =

I
@ gpt-do-mini nput

“Select Dataset = Manual Select ©

ST C

Search Parameter Settings &

© Enter *[" to select a variable

You are an image recogniser, please give me the original text with format

SEARCH MODE QUOTE LIMIT MINIMUM SIMILARITY

. #rSemantic Search 1500 04
‘Chat History 3 @ Manual Input =

"RIFEME suing ) Variable Reference ©

Dataset Quate Ostaset Guote & [ #2FHE > User Guestion

Select Reference Variable Collection Metadata Filter @ @ Manual Input ©

© Enter *f* to select a variable
Files Arsycstng> () Variable Referance

(O AFHE > File Link x

“User Question Sting [} Variable Reference ©
I Output

G meEFHh > User Question Dataset Quote (@ Dataset Quote

| Output
“New Context (& History

“Al Response Content @ sting

~ [ Evaluation
Al Large Model Chat
I Input
Al Model @ Manual Select =

@ opt-2o-mini

Prompt @ @ Manusl input © © Enter *f" 1o salect a variable

#Role
You are a teacher with expert knowledge of Al in Education, and you can give
students some information about this course and assess their assignments.

# Skills

- Assess and evaluate students' writing assignments fallowing the rubric in the

knowledge base.

#Response
- Provide a form using Markdown format with comments.

“Chat History () @ Manual Input =
30

Dataset Quote Dataset Quote
Bl rAG > Dataset Quate

Files Array<string=  {x] Variable Reference :

3 RAEFFM > File Link

“User Question Swing [} Variable Reference ©

LT > User Question

| Output
“New Context @ History

“Al Response Content @ String




Double-check and review Hallucination

Calculation of the Mean Score
Now, let's sum these values and divide by the number of students:

Double-check of

©(4+2+3+3+4+5+5+45+5+3+5+1+4+4+4+3+4+4+4+3+4+2+4+2+4+5+5+2+4+3)
o Total Sum =100

2. Count of Students: 30

3. Mean Score:

o ( \text{Mean} = \frac{\text{Total Sum}}\text{Number of Students}} = \frac{100}{30} \approx 3.33 )

e Correctness

The mean score for A1_Effect (I can learn effectively in online learning mode) is approximately 3.33.

e Relevance
* Reliability Revised

B mxasting v
The calculation for the mean score of A1_Effect is indeed about 3.67 when rounded to two decimal places, calculated as follows:
1. Sum of Numerical Values:

oTotalSum=(4+2+3+3+4+5+5+5+5+3+5+1+4+4+4+3+4+4+4+3+4+2+4+2+4+5+5+2+4+3=110)

of generated contents and

3. Mean Score Calculation:

.
their sources (| mporta nt')
hd | apologize for the earlier calculation error stating it as 3.33. The correct mean score for A1_Effect is approximately 3.67. Thank you for your patience!

9 Contexts 7.78s View Details
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Evaluation & Post-survey
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[m] Thank You

https://eduhk.aul.qualtrics.com/jfe
/form/SV_8lbPtoUfvfcOVPo

Y/ // /4


https://eduhk.au1.qualtrics.com/jfe/form/SV_8lbPtoUfvfc0VPo
https://eduhk.au1.qualtrics.com/jfe/form/SV_8lbPtoUfvfc0VPo
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